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Introduction

Paper

180 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. GE-18, NO. 2, APRIL 1980

Analytical Design of Multispectral Sensors

DANIEL J. WIERSMA, MEMBER, IEEE, AND DAVID A. LANDGREBE, FELLOW, IEEE

Abstract—An analytical procedure for the design of the spectral chan-
nels for multispectral remote sensor systems is defined. An optimal
design based on the criterion of mini q i
error using the Karh Loeve ion was loped to
the spectral response functions from a stratum based upon a stochastic
process scene model. From the overall pattern recognition system
perspective the effect of the representation accumcy on a typical per-

formance criterion, the ility of correct i ion, is investi-
gated. The upumum sensor deslp provides a standard against which
practical P sensors can be An ex-

ample design is provided and its performance is illustrated.

Although the analytical technique was developed primarily for the
purpose of sensor design it ‘was found that the procedure has potential
for making i ions to scene ing. It was con-
cluded that spectral channels which have narrow bandwidths relative to
current sensor systems may be necessary to provide adequate spectral

ion and i A
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Introduction

Motivation

@ Define an analytical procedure for the design of the spectral
chan- nels for multispectral remote sensor systems.

e An optimal design based on the criterion of minimum
mean-square representation error using the Karhunen-Loeve
expansion.

e Study the effect of the representation accuracy on the
probability of correct classification.

o Goals:

e Primary: the optimum sensor design provides a standard
against which practical (suboptimum) operational sensors can
be compared.

e Secondary: the procedure also has potential for making
important contributions to scene understanding.

@ Conclusion: spectral channels which have narrow bandwidths
relative to current sensor systems may be necessary to provide

adennate enertral ranrecentatinn and imnraved’ rlaccificatinn
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Issues

The optimality criterion including the processor model

In order to achieve an optimal design of a set of spectral fea-
tures one must have suitable analytical representations for
1) the spectral response of the scene, 2) the sensor system,
3) the processor system, and 4) one must have a suitable,
analytically expressible optimality criterion. Further, we note
the following factors which influence the creation of a spectral
feature design procedure.
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Spectral response of the scene

1) The scene is very complex in the fashion in which it re-
flects and emits optical radiation. Mathematical models which
predict the scene radiant exitance at least to the level of ac-
curacy and precision needed for our problem, do not yet exist.
As a result an empirical scene model must be used.
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Spectral representation and optimum sensor design

Sensor system

2) Because satellite-borne sensor systems are very expensive
they cannot usually be designed specifically for a certain use
or user. Rather they must be optimized with regard to a large
number of scenes and uses (Fig. 2). The feature space which
the sensor defines must be adequately detailed, for example,
such that in early season when agricultural crop canopies have
achieved only 10-15-percent cover, both the crop species
mapping user and the soils mapper can be served. This fact is
important in the choice of optimality criterion, as will be seen
shortly.
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Fig. 2. A sensor system must be designed to perform satisfactorily for
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Spectral representation and optimum sensor design

Processor system

3) It is highly desirable that the spectral features be designed
in such a way that they are maximally efficient in the sense
that a feature set of any given size contain the maximum
amount of useful information possible so that any given
analysis can proceed with the smallest number of features
possible. There are at least three reasons for this: feature effi-
ciency in this sense tends to decrease the amount of processor
computation required, it tends to decrease the processor com-
plexity required, and it tends to reduce the amount of training
sample data needed.
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Spectral representation and optimum sensor design

Optimality criterion

4) There are a number of constraints on the design of a
sensor, generally of a practical character, which cannot rea-
sonably be expressed analytically. Examples are those result-
ing from optical design considerations, sensor material sensi-

tivity curves, cost factors, spacecraft size and weight
considerations, etc., and especially from the interrelationships

of these types of factors. To mitigate this circumstance we will
use the scheme depicted in Fig. 3. That is, we will determine
optimal sensor characteristics using entirely analytical means
without regard for their physical realizability. These charac-
teristics will then serve as a guide by which to determine
nearly equivalent but physically realizable characteristics which
perform nearly as well.
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Optimality criterion

OPTIMAL
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Fig. 3. Sensor system design procedure.
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Spectral representation and optimum sensor design

Spectral response function

Let us begin by considering the information bearing aspects
of the spectral response function x(X) [8]. This response
function (e.g., from a single pixel) is proportional to the elec-
tromagnetic energy received by the sensor as a function of
wavelength A\ (Fig. 4). Many factors determine the spectral re-
sponse function for a given observation. The irradiance of the
sun, the conditions of the atmosphere, and the reflectance of
the surface features all have important effects on the response.
Since a deterministic relationship between the response func-
tion and the many factors affecting it would be very complex,
the set of functions which are observed in practice are best
modeled as a stochastic process.
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Stratification

The ensemble of the stochastic process [13] will be defined
in terms of the stratification necessary to apply pattern recog-
nition methods to the earth observational problem. A stratum
S is defined as the largest contiguous area which can be classi-

fied to an acceptable level of performance with a single train-
ing of the classifier. It is noted that the sensor must be de-

signed to operate satisfactorily over a large number of such
strata, which vary greatly with time, location and application.
.The collection of all possible strata which a sensor may ob-
serve is denoted by S,. Since the set Sy is quite large, it is
necessary to select a smaller subset which is representative in a
statistical sense in order to perform the design.
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Spectral representation and optimum sensor design

Stochastic process

The random experiment for the stochastic process consists
of the observation of a point in a stratum S. Each point in the
stratum is mapped into a spectral response function (Fig. 5).
The collection of all response functions from a stratum defines
an ensemble. The ensemble plus the corresponding probability
measure defines the stochastic process [13]. It is appropriate
to assume a Gaussian probability measure for this process [3].
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Fig. 5. Realization of a stratum as the ensemble of spectral sample
functions.
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Spectral representation and optimum sensor design

Sensor mathematical model

Next we choose a mathematical model for the sensor to
represent the spectral response function for each observation.
Let the sensor be represented by a set of N filter functions or
basis functions {#;(N\)} such that the output of each filteris
given by (Fig. 6)

x; = foO\) ®i(A) d\. )

The output of the sensor model is a sequence, {x;,X,," ",
xy} =X, which represents the spectral response by the
approximation

X)) =x101(A) +X30,(N) + - -+ + xydn(N)

N -
http://www.ehu.es/ccwintco Landgrebe1980 2012-03-09 21 /43
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Spectral representation and optimum sensor design

Example

A simple illustration of the concept is given in Fig. 7. How-
ever, by relaxing the usual restrictions on the shape of the
{¢,(N)}, considerable advantage can be obtained. There is no
theoretical or practical reason, for example, for the {¢,(N)} to
be nonoverlapping. What is needed is to determine the ordered
set of basis functions which are optimal with regard to a mean-
ingful system performance criterion.
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Fig. 7. Approximation of the spectral response function by a set of
four basic functions.
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Spectral representation and optimum sensor design

Overall performance

A key consideration is the choice of the optimality criterion.
It is desirable to optimize the sensor design with respect to an
overall system (including the scene and processor) performance
criterion. The probability of correct classification is the cri-
terion to be used here. This choice is made because it is an ob-
jective indicator of desired performance in a practical sense for
a large proportion of applications, and it is perhaps the best
studied and understood in a theoretical sense. In selecting this
performance measure there must also be associated with it a
processor (classifier) model; in this case we chose the maxi-
mum likelihood rule, for the same reasons.
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Design factor

However, because of the design factor pointed out in item
(2) and Fig. 2, we find it desirable to define an intermediate
optimality criterion. Because the sensor must function over a
varied collection of strata using any of a large collection of
classifiers, a criterion was chosen which is a measure of the
fidelity with which the output of the sensor represents the
input. We will choose the set {;(A)} such that for a given
x()\) the approximation X(X) is as close as possible to the true
spectral response function. One may think of this approach as
one intended to minimize the information loss through the
sensor even though it cannot be known to the sensor designer
what the information is. In passing from x(X) to {x;} thereis
no information loss if x (A) is recoverable from {x;}.
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Criterion

A common criterion for representation accuracy is the ex-
pected mean-square representation error given by

Ele}=E { f () - 202 am}. 3)
A

However, it is desirable at this point to generalize this criterion
by introducing a weight function w() on the spectral interval.
As will be seen, the weight associated with each A can be used
to introduce into the analysis a priori knowledge concerning
the spectrum. Thus (1) and (3) become [16].

Xi = fx(?\)gb,-(?\)w(h)d)\ (1a)
A

. i

— - - A il = A P SN
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Goal

We want to choose the set of basis functions {$;(A)} which
is optimal with respect to the spectral representation criterion
of expected mean-square error £ {€,}. More specifically, it is
desired that the representation be complete in the sense that
the expected mean-square error for any function in the en-
semble be made arbitrarily small simply by including enough
terms, that convergence of the approximation to the original
response be rapid in the first few terms, and, without loss of
generality, we may also ask that the basis functions be
orthogonal to each other.

http://www.ehu.es/ccwintco Landgrebe1980 2012-03-09 20 / 43



The scene model
The sensor system model
The optimality criterion including the processor model

Spectral representation and optimum sensor design

Karhunen-Loeve expansion

A technique for determining the set of optimal basis func-
tions for an ensemble which satisfies the desired properties is
based on the weighted Karhunen-Loeve expansion [2], [16],
[17]. The solution to the homogeneous linear integral
equation is

7i9:i(N) = _’:\ KX, §) 6:(§) w(k) d @

with the covariance function of the stochastic process, K (A, £),
as kernel is a set of eigenfunctions { ¢;(A)} with corresponding
eigenvalues v;. If the eigenvalues are arranged in descending
order, the corresponding sequence of eigenfunctions can be
used to form a linear combination of the eigenfunctions which

converges to the original spectral response function with arbi-
http://www.ehu.es/ccwintco Landgrebe1980 2012-03-09 30 / 43



The scene model
The sensor system model
The optimality criterion including the processor model

Spectral representation and optimum sensor design

Empirical approximation

The optimal sensor design problem may be solved on a digital
computer using empirical data taken by field measurements.
Some approximations must be made in order to take into con-
sideration some practical constraints. First the response func-
tions are not available as continuous functions but are ob-
tained in the field by sampling the spectrum with an instru-
ment that uses very narrow spectral windows. Secondly, the
parameters of the process are not known a priori, hence, it is
necessary to estimate the mean and covariance functions using
a representative sample from the ensemble. Finally, because
the data will be stored and processed digitally it is necessary to
quantize the amplitude of the response at each of the spectral
sample points. Each of these constraints potentially can con-
tribute to the representation error. It has been shown that

rith «canamnaa hla Anca da aalaas PP o Y PO L I P Iy, 1
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Relationship between the spectral representation and system

Overall performance

The performance of the overall system is ultimately what we
wish to optimize. For this purpose, as previously indicated the
probability of correct classification P, has been chosen as the
performance indicator to be optimized. If the vector X is an
observation from one of M classes C;,i =1, 2, -+ -, M with
a priori probabilities P;, the probability of correct classifica-
tion, using the maximum likelihood rule is given by

P, = f max  {Pp(X|C)} dX )

where p(X|C;) is the conditional (multivariant) probability
density function for class i. The integral in (7) is over the
observation space.
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Performance vs representation error

=
(=)

Probability of Correct Classification

Expected Mean-Square Error

Fig. 8. Probability of a correct classification as a function of expected
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Relationship between the spectral representation and system

Sufficient representation

The addition of terms to the series expansion causes a
monotonic decrease in the spectral representation error, but
the effect of the additional terms on the overall system per-
formance must be determined. It can be shown that increasing

the number of terms in the representation will never decrease
the performance provided that the stochastic process is com-

pletely known. If after N terms the improvement in per-
formance is small compared to the reduction in representation
error, then the representation is sufficient. This is illustrated
by case 4 of Fig. 8 in which the threshold 7 indicates the
minimum required £ [e,]. However, if the performance is
showing significant improvement for a small decrease in the
mean-square error, case B of Fig. 8, more terms are necessary
to complete the representation.
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Relationship between the spectral representation and system

Class related issues

Since the parameters of the stochastic process must be esti-
mated from a sample of the ensemble, the effect of the size of
the sample relative to the dimensionality of the system is im-
portant. Hughes [10] has shown that if the sample size is too
small, the classification performance may actually be degraded
by adding terms to the expansion. Thus it is necessary to
maintain a large set of sample functions from which to esti-
mate the statistics.

The choice of information classes also influences the per-
formance of the pattern recognition system. For purposes of
classifying the data into distinct classes it is required that the
class list have the following properties simultaneously [11].

1) Each class must be of interest to the user, i.e., of in-
formational value.

-~ e atl - - - - - - - -
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Data

A collection of field data consisting of spectral response
functions on three dates from Williams County, ND, and three
dates from Finney County, KS, was available from the field
measurements library at Purdue/LARS. More than one thou-
sand spectra were available from each location and collection
date. The response functions were sampled in wavelength
using narrow windows of 0.02 um over the range 0.4 <
A< 2.4 um.

The optimal set of basis functions is found numerically by
estimating the covariance matrix from the sample response
function. Maximum likelihood estimates of the mean and
covariance matrices are given by

— a 1 Ns
X=E{X}'#X=EZX; (8)
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Experimental system

Results
Experiments and results
Sensors
TABLE 1
SPECTRAL BAND LoCATIONS FOR TWO PRACTICAL SENSOR DESIGNS*
Sensor Number 1 Sensor Number 2
Band Wavelength Band Wavelength
k "l.k to Auk k ll.k to Auk
1 .5 to . 6um 1 45 to .52um
2 .6 to .7m 2 52 to  .60im
3 .7 to +8um 3 .63 to .69um
4 8 to l.lum 4 .76 to .90im
5 1.55 to 1.75m
6 2.08 to 2.35um

*The band edges of these sensors were selected to coincide with the
nominal bandwidths of the MSS of Landsats 1, 2, and 3, and those of
the TM of Landsat-D

e most of the sensors which

were s:mulated consisted of a small set of rectangular basis
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Representation error vs KL expansion terms
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