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Motivation

 Most of the existent multi-objective genetic fuzz systems (MOGFSs) are
based on a gross usage of standard multi-objective evolutionary
algorithms (MOEAs) like NSGA-II, SPEA(2), PAES or MOEA/D

 There are specific problem requirements in fuzzy modeling that can be
taken into account to enhance the search process [Gacto et al., 2008]:

 It is easier to decrease the number of rules than to reduce the system error.
This provokes a faster generation of the simplest solutions before exploring
more promising rule configurations (which are dominated by such premature
solutions)

 The obtained parameters (in general) tends to be optimal for these premature
solutions making difficult the appearance of better alternative solutions

 This paper is a study case in which the specificities of fuzzy modeling are
incorporated into an existent MOGFS
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Advantages

 Highly efficient for large-scale
regressions problems

 Generate very interpretable fuzzy
partitions

 The obtained models are compact
and very accurate

Disadvantages

 Difficulty to work with large
population sizes

 Two of the objectives (#Rules and
#Labels) converge faster than the
third objective (MSE) pulling to
local minimums

 Leads to many solutions with very
low number of rules and poor
fitness, which is not very useful

Framework

 Simplification of Fuzzy models by Tuning, SIFT [Casillas, 2009]

 Designed to learn a large number of parameters of the fuzzy system (number
of labels, type of labels, number of input variables, membership fuzzy
parameters, and fuzzy rule set)

 Based on the well known NSGA-II algorithm
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Modifications

1) The generational scheme is changed to an iterational scheme

2) A new Objective Scale Crowding Distance is introduced

3) A new Crowding-Based Mating heuristic is introduced

4) The population size is dynamically adjusted

5) The phenotypic copies are removed

These modifications do not interfere with the 

algorithm’s specific components, thus they can be 

easily implemented in other existent algorithms
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1. The steady-state algorithm SIFT-SS

Generate an initial population P and evaluate P

Build a dominance rank and calculate the crowding distance for every front

While not reached the maximum number of iterations do:

Select two parents from P (mating heuristics)

Cross and mutate the selected parents and produce two new individuals

Evaluate the new individuals

Insert the two new individuals in P, rebuild the rank and update crowding distance values

Remove the two worst individuals and adjust the population size

Output P

 The steady-state scheme allows new born individual to instantly participate as
parents despite the size of the population

 To apply this iterational scheme in multi-objective optimization, we have adopted
the MOGA-based ranking approach to stratify the pool since it is much more
efficient than the NSGA-based front one to recalculate the inclusion or removing
of new individuals
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2. Objective Scale Crowding Distance (OSCD)

 Is it always an equally spread solution set the most
representative or desired?

 In the case of a rule-based system learning algorithm like SIFT, the
expert may be more interested in obtaining more accurate solutions
but highest number of rules than having very inaccurate solutions with
few number of rules

 In order to promote accuracy, the standard crowding distance is
modified

 The OSCD will be equal to the product of the traditional crowding
distance CD by an Expansion Factor
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3. Crowding Based Mating (CBM)

 The Crowding-Based Mating (CBM) considers the crowding distance in
order to exploit the most isolated solutions

 The use of CBM in combination with OSCD guaranties that one of the two
parents is likely to be an accurate and isolated solution

1. Select the first parent at random from the first front, using a discrete
probability distribution proportional to each individual crowding
distance

2. Select the second parent by binary tournament selection

 To avoid over-fitting, CBM is applied with probability PCBM. Otherwise,
both parents are selected by binary tournament
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4. Variable Population Size (VPS)

 The stationary scheme allows to include a larger
number of solutions without compromising too much
the overall performance

 The population size can dynamically grow when all
the individuals are non-dominated and dynamically
shrink when dominated individuals appear

 The VPS gives some degree of flexibility to keep
optimal solutions that, otherwise, would disappear

 In problems that tends to many non-dominated
solutions (either because of the large search space
or the use of many objectives to be optimized) this
type of population size management can be
profitable
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 The SIFT-SS also implements a copy check routine that prevents
the insertion of phenotypic copies in the population

 The decision of removing copies is founded on two aspects:

1. A copy consumes space in the population with identical objective
vectors that does not help to the exploration process

2. In the iterational scheme, copies are not as important for the
reproduction of elite individuals as they are in generational scheme

5. Copies Check (CC)
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Experiments – Setup

 5 fold cross-validation

 6 different random seeds

 30 runs per problem

 12 data sets with up to 40 
input variables and 16,599 
instances

 50,000 evaluations
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Experiments – Configurations

SIFT vs 9 different configurations of SIFT-SS
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Performance Metric

 Generational Distance (GD) [Van Veldhuizen, 1999]

with S* being the set of non-dominated solutions among all solutions
examined in our computational experiments [Ishibuchi et al., 2008] at
each data set partition
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Best performing configurations (8 and 9) are the ones who combines CBM + OSCD + CC

Friedman test: H0 rejected with p < 0.05

Obtained Results
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Wilcoxon Signed-Rank Test

Each arrow indicates that there is significant difference (p < 0.05) between a pair.

The algorithms with the best results are ordered from the top down
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Examples of Average Pareto Fronts

SIFT 

vs 

SIFT-SS.7

(OSCD2x + CC)
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SIFT 

vs 

SIFT-SS.8

(OSCD2x+CBM50%+CC) 

Examples of Average Pareto Fronts
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SIFT 

vs 

SIFT-SS.9

(OSCD2x+CBM100%+CC)

Examples of Average Pareto Fronts
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Conclusion

 The OSCD performs really good, whether in combination with CC or alone
(configurations 4 and 7)

 The increased density in the zone of accurate solutions makes possible a
substantial reduction of the number of rules

 The CBM reinforced the effect of the OSCD, but this only led to a better
performance if the copies were avoided by the CC approach

 In general, the removal of copies (CC) was found important when using OSCD
or CBM as can be observed in configurations 7, 8 and 9 compared to 4, 5 and
6

 The VPS approach did not make any difference. Due to the interpretability
constrains and the objectives used in SIFT, the number of non-dominated
solutions was not high and the modification was not effective

OSCD: Objective Scale Crowding Distance
CBM: Crowding Based Mating
VPS: Variable Population Size
CC: Copies Check
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Current and Future Work

 We are currently working with a richer set of optimization objectives (not
always correlated among them) that allow deeper evaluation of the
quality of the solutions

 This leads to a higher number of non-dominated solutions that saturates
the population size. In such cases, the VPS is being found to be effective
to preserve optimal solutions

 As a consequence of including new optimization objectives, we are
working in many-objective optimization techniques applied to genetic
fuzzy systems in order to appropriately manage the explosion of the
Pareto size
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