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Overview
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Projection Pursuit

�... the numerical optimization of a criterion in search of the most

interesting low-dimensional linear projection of a high-dimensional

data cloud.�

So, if we have initial data X , dimensionally reduced data Y and a

parametric orthonormal matrix A where Y = ATX ,

PP is the method that computes A, optimizing the porjection index

I (ATX ).
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Parametric Projection Pursuit

Why parametric and supervised?

I There are a large number of free parameters in the estimation

of the projection indices, and the exact number is not well

known in advance. This could lead to the problem of

over�tting.

I In the case of having a priori knowledge in the form of labeled

samples, the unsupervised indices are not able to exploit such

information.

I Some authors have suggested that data must be centered at

zero and spherized in order to spread the data equally in all

directions. That action causes an enhanced contribution from

noisy variables.
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Parametric Projection Pursuit

Organization of the PP process.
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Parametric Projection Pursuit

I Given the objective of enhanced classi�cation accuracy, we

proposed the use of Bhattacharyya distance between two

classes as the projection index because of its relationship with

Bayes-classi�cation accuracy and its use of both �rst-order and

second-order statistics.

I In the case of more than two classes, the minimum

Bhattacharyya distance among the classes can be used after

the Bhattacharyya distance is calculated for all combinations

of pairs of two classes:
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Parametric Projection Pursuit

M i
jY is the mean vector and Σi

jY the covariance matrix of j-th class

in the projected subspace Y for the combination of pair of classes i . 8 / 26



Sequential Parametric PP

They want to ensure linear independence on A and reduce dimensionality, so:

I A is de�nded as A = [A1 . . .ACol−1ACol−2]. Every column of A will be �lled
with zeros, except at a group of adjacent positions Ai = [0..0 ai 0..0]. Ai will
combine some adjacent bands, the columns must be orthogonals and no two
Ai 's may have nonzeros at the same locations. In other words, for
i 6= j ; AT

i
· Aj = 0.
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Sequential Parametric PP
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Preprocessing block stages and the initial conditions

I In order to avoid reaching a suboptimal local maximum instead

of the desired global one, the preprocessing block is divided

into two stages:
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Preprocessing block stages and the initial conditions
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Preprocessing block stages and the initial conditions
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Estimating number of adjacent bands ni

I They use decision trees estimate the value of the ni 's.

I They present top-down, botton-up and hybrid heuristic

methods of decision-tree classi�ers .

I They do nos clearly state which they used.
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Experiment 1

METHODS:
I DA 100-20: The multispectral data was reduced in dimensionality

from 200 dimensions. Using DA at full dimensionality, the data was
reduced from 100 bands (one in every two bands from the original
200) to a 20-dimensional subspace (20-D) . From the original
number of bands, 100 were used because of the limited number of
training samples (179).

I PP: Here is an iterative sequential PP with only a
numerical-optimization stage applied to the data in order to reduce
the dimensionality, maximizing the minimum-Bhattacharyya
distance among the classes. This mehtods does not use the decision
tree to �nd the number of bands required to be combined. 10 bands
combined per group.

I PP-Opt: Optimum PP with the �rst stage, which estimates matrix
and the numerical-optimization stage, used to project from 200 to a
20-D subspace . The algorithm estimates the dimensionality of the
data as 20.

I PP-Opt-FS: This was used to project the data to a subset of bands
that is suboptimum in the sense of maximizing the Bhattacharyya
distances among the classes. This algorithm uses the feature
selection procedure described in Section V (trees) and is also called
the subset selection. The dimensionality was estimated as 16 by this
algorithm.
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Experiment 1

DATABASE: AVIRIS

CLASS DISTRIBUTION:
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Experiment 1
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Experiment 1
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Experiment 1
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Experiment 2

Methods: DBFE, DAFE, PP-Opt and PP-Opt-FS

DAFE:

DBFE stands for Decision Boundary Feature Extraction.
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Experiment 2

DATABASE: AVIRIS

CLASS DISTRIBUTION:
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Experiment 2
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Experiment 2
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Experiments 2

There are more graphics with similar results. (Very bad quality,

welcome to 1999).
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